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The main aim of the article is to offer a systematic review of the literature on the relation 
between Intellectual Capital (IC) and Firm Performance (FP) through the statistical technique of 
meta-analysis (MA). MA synthesizes the quantitative results of different empirical studies on the 
relationship between explicative, independent variables (IC in our case) and dependent variables 
(FP) in a common metric called the effect size (Rosenthal, 1984, Hedges and Olkin, 1985, Hunter 
and Schmidt, 2004/1990). Meta-analysis is scarcely used in business sciences, even if applications 
in these research areas have increased in the last few years. The originality of the article consists 
in applying a relatively new technique for business sciences and particularly new for the IC 
literature. The research of a correlation between IC and FP has always been considered relevant 
for both a firm’s managers and Scholars (Ittner, 2008; Kamiyama et al., 2004), but has 
encountered many drawbacks, not least the difficulties in measuring IC. Researches on a 
correlation between IC and FP received a great boost after the publication of the VAICTM method 
by Ante Pulic, (1998, 2000, 2204) which allows the IC performance to be calculated by starting 
from accounting data. The article, despite the limits deriving from the effectiveness of the measures 
of the two variables and from a lack of reliability in the measurement of the studies included in the 
MA, tries  to summarize, from a statistical point of view, for the first time in the IC literature, the 
researches existing on such a connection and, above all, to search for the variables responsible for 
the heterogeneity between studies (moderators).  On the whole, there are two ways to conceptualize 
MA: fixed-effects and random-effects MA (Hedges and Vevea, 1998; Hunter and Schmidt, 
2004/1990). The fixed-effect methods assumes that all studies in an MA comes from a population 
with a fixed-average effect size, whilst random-effect methods assume that average effect size in the 
population vary from study to study. I chose to utilize a random-effects method, in particular the 
Hedges and colleagues’ method (Hedges and Olkin, 1985, Hedges and Vevea, 1998), since the data 
collected for the MA are real-world data, likely to have variable-population parameters and 
because the random-effects method allows inferences that generalize beyond the studies included in 
MA (Field, 2009). The moderator analysis has been carried out by using a multi-level regression 
model, due to the hierarchical nature of our data (multiple FP measures in the same study).  With 
respect to the traditional meta-analytic techniques, multilevel modelling structure accounts for 
dependencies in the data whilst also allowing each study to contribute different effect sizes (Hox, 
2002; Van Den Noortgate and Onghena, 2003; Goldstein et al., 2000). Despite to its potential 
efficacy (Hofmann and Gavin, 1998), few published MA utilized this method, for a distinct lack of 
prescriptive instructions on how to conduct a MA using multilevel modelling (O’Mara et al., 2005). 
The main MA result is a positive true effect size of the correlation between IC and firm’s 
performance, whilst, from the moderator analysis, it emerges that the different economic context is 
the main responsible for the between-study variance, together with the industry and the FP 
measures40. 
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1. Introduction 

 
Intellectual capital, definable as the dynamic system of knowledge related resources and 

activities, has become the primary driver of the firm’s value creation (Lev and Zambon, 2003). This 
statement has its confirmation in a series of empirical evidence related to researches which have 
revealed the estimated contribution of intangibles to the market value of the firms (Lev, 2001; 
Kaplan and Norton, 2004)41. 

In the IC literature, there has always been an attempt to demonstrate the existence of a 
relation between the IC and the FP, proxy of the firm’s value, although the research of such a 
connection has again become critical in recent studies on IC: the number of empirical researches 
has increased in the last few years with the aim of testing the association between IC and FP 
through econometric techniques, most of all linked to the utilization of Ante Pulic’s VAICTM (1998, 
2000, 2004), which made it easier to measure intangibles, since it measures the firm’s intellectual 
performance by starting from accounting data.  

The empirical studies produced conflicting results, owing to the specificities included in the 
studies with relation i. e. to the firms’ dimension, to the economic context, to the methodology 
utilized. 

A methodology which allows single empirical studies to avoid being  misleading is meta-
analysis. This is a quantitative technique of integrative review in which statistical procedures are 
used to standardize the results of single studies, by highlighting a more objective and general final 
result. Meta-analysis is scarcely used in business sciences (Pomeroy and Thornton, 2008), even if 
applications in these research areas have increased in the last few years, but it could be extremely 
useful to synthetize the empirical studies on the relation between IC and FP. 

The main aim of the article is to offer a systematic review of the literature on the relation 
between IC and FP through the statistical technique of meta-analysis. The originality of the article 
consists in applying a relatively new technique for business sciences and particularly new for the IC 
literature (Serenko and Bontis, 2004). 

 
1.1 Organization of the Study 

 
Section 2 outlines the theoretical basis of the research, by presenting the variables whose 

empirical studies tested the association, intellectual capital (IC) and firm performance (FP) and the 
theory underlining the hypothesis of a direct relationship of IC and FP. Section 3 presents the main 
features, advantages and limits of the meta-analysis (MA) technique, and summarizes the MA on 
the association between IC and FP (main results and the moderator analysis), with mathematical 
details of the exercise relegated to an appendix. Section 4 presents discussions and offers 
suggestions for future research. 

 
2. Description of Variables of the Meta-analysis 

 
2.1 A Working Definition of the Intellectual Capital 

 
There is still no universally accepted definition of IC (Zambon, 2003). It is a really complex 

object of study, still being defined and constantly evolving. IC’s main features are the dynamicity 
and firm-specificity, that is to say the elements which compose the IC change constantly with time 
and vary in relation to the firm size, industry etc.  The notion of IC is also a transversal one: 
Scholars who focused their interest on intangibles deal with the IC theme in relation to those 
interests, focusing from time to time on different aspects, functional to their analysis. IC literature 

                                                 
41 In the article the term intangibles and intellectual capital will be used as synonymous. 
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is full of IC definitions (for a comparison, see Hunter, Webster and Wyatt, 2005; Kaufmann and 
Scheineder, 2004; Tan et al., 2008b).  

Although IC definitions are different, all of them include the notion of knowledge and link 
the intangibles with the firm’s value creation42. However, researchers and IC practitioners need a 
working definition of IC. From the second half of the nineties, numerous Scholars (Bontis, 1996; 
Edvinnson and  Malone, 1997; Stewart, 1997; Sveiby, 1997) started to present schemes able to help 
a conceptualization of IC and to present the IC notion in a form usable for research. These schemes, 
with slight differences, tend to converge greatly: the different authors, far from considering the IC a 
unidimensional construct, agree with the consideration that IC can be found on different levels in 
the firm; for this reason it does not have to be constrained to the knowledge held by individuals, but 
also has to include knowledge stored within organizational databases, business processes, systems 
and relationships.  

A scheme that has greatly influenced other researchers is that of Edvinsson and Malone 
(1997); according to them IC is composed of two main components, human capital (i.e. the 
knowledge, skills, competencies and experience of employees) and structural capital (i.e. the 
embodiment, empowerment and supportive infrastructure of human capital), in turn divided into 
organizational capital (i.e. the systems tools and operating philosophy that speed the flow of 
knowledge through the organization) and customer capital (i.e. relationships a company has with its 
customers). Stewart (1997), in a similar way, defines the IC as composed of human capital, 
structural capital (which includes the organizational one) and customer capital, placed on an equal 
footing with the other two. Bontis (1996) introduces the notion of relational capital as an extended 
version of customer capital, which includes the value of all a firm’s external relationships. The 
tripartition of IC into Human Capital (HC), Organizational Capital (OC) and Relational Capital 
(RC) has also been validated even by the main organizations (IFAC, 1998; OECD, 1999) and by 
the projects carried out on a supranational level (Meritum, 2001, HLEG, 2003). 

 
2.2 Intellectual Capital Measurement Methods 

 
There is no universally accepted IC measurement method. Sveiby (2001a), on the basis of the 

prior works of  Luthy (1998) and Williams (2000), identifies four categories, in relation to the 
different IC measurement purposes. To the four categories originally identified, we prefer to single 
out a new one, the Value Added Intellectual Coefficient (VAIC™) methodology, since this method 
does not quite fit any category (Sveiby, 2001a; Chan, 2009).  

There are therefore five methods identified: 
a) Direct IC measurement methods, which estimate the monetary value of what a company 

may consider as individual components of its IC, identified by audit questionnaires. The IC 
measures can take the form of a dollar value or be aggregated as coefficients (DIC);  

b) Market capitalization methods, which calculate IC as the difference between a company’s 
market value and its net asset value (MCM);  

c) Return on Assets methods, which calculates IC as a ratio between average annual earnings 
from intangibles (derived by multiplying the difference between the ROA of a company – the ROA 
of the industry for the company’s average tangible assets) and the company’s average cost of 
capital or an interest rate (ROA); 

d) Scorecard methods, which measure IC by identifying its components and expressing them 
through IC indicators, above all non-monetary, assembled in a company’s scorecard (SC); 

e) VAIC™ method, based on an equation which measures how much and how efficiently 
intellectual capital and capital employed create a company’s value.  

                                                 
42 Intangible assets are those that have no physical existence but are still of value to the company” Edvinsson e Malone, 
1997, p.22; “IC is intellectual material – knowledge, information, intellectual property, experience-that can be put in 
use to create value”, Stewart, 1997,  p. XI,; “IC is knowledge that can be converted into profit”, Sullivan, 2000, p.228; 
“An intangible asset is a claim to future benefit that does not have a physical or financial (a stock or bond) 
embodiment”, Lev, 2001. 
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A detailed description of the IC measurement methods is something that goes beyond the 
scope of the article (for a comparison, see Sveiby, 2001a; Zambon, 2003).The VAICTM method 
(Pulic, 1998, 2000, 2004) should be better explained because, since its diffusion as a measure of IC 
in correlation to FP, it constitues the object of the first MA.  

According to VAICTM, corporate intellectual ability can be determined by the following 
formula43: 

VAICTM = CEE + ICE 
 
The indexes of VAICTM are described in the following table: 
 

Table 1 
The Value Added Intellectual Coefficient (VAICTM) 

 
Index name  Symbol Description 

Capital Employed (CE) 
Efficiency 

CEE CEE = VA/CE 

Intellectual Capital 
Efficiency 

ICE ICE = HCE + 
SCE 

Human Capital Efficiency HCE HCE = VA/HC 
Structural Capital Efficiency SCE SCE = SC/VA 

The VAIC™’s become the most used IC index to use in comparison with FP for the 
following reasons:  

- it measures the IC performance (that is how efficiently a firm uses its intangible resources); 
- it allows the impact of IC on a firm’s performance to be analyzed, together with other 

physical production factors which have an undoubted impact on it (Galbreath, 2005); 
- it provides an IC measurement system consistent with a Resource-Based View by using a 

value added approach;  
- it can be applied to different levels (macro and micro);  
- it makes use of financially oriented, audited and published data, enhancing measurement 

reliability and improving data availability;  
- it produces quantifiable, objective and quantitative measurement without the requirement of 

any subjective grading and awarding of scores or scales; 
- it produces a form of standardized measurement and allows comparison across a divisional, 

company, industry and national level (Firer and Stainback, 2003);  
- it allows to assign an economic value to the components of IC   
- it has a track record in deployment and application in IC research of listed companies in 

many countries (Chan, 2009). 
 

2.3 Firm Performance: Notion and Measurement Methods 
 
The measurement of a firm’s performance is a complex phenomenon, which after all is 

related to the achievement of a company’s objectives. In the article Neely et al.’s definition (1995) 
of performance measure as a metric used to quantify the efficiency and/or the effectiveness of an 
action.  

The article focuses on the company’s objective monetary measures of efficiency and 
effectiveness since these are the measures mostly used in the studies included in MA. The 
efficiency measures are productivity measures, variously calculated, but based in any case on 
accounting measures; the effectiveness measures, a proxy of the measures of value, can be 
                                                 
43 Pulic (1998) validates the distinction of intellectual capital in human capital (HC) and structural capital (SC), which 
comprehends the organizational and  relational capital. AS proxy of HC, Pulic identifies the amount of salaries palee by 
company (which do not represent the human capital value, but its potential), while it identifies the SC as the difference 
between the value added and the HC (SC = VA – HC). 
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distinguished in profitability measures, based on accounting and/or financial data, market measures, 
based on market data and mixed measures, a particular case of market measures, which measure the 
level in which company’s market value is exceeding its book value.  

Each of these categories has its pros and cons. The accounting measures are easy to apply, 
available, certified by auditors but are focused on past events (Bourne et al., 2000), are influenced 
by fiscal politics which can mar the balance sheet, ignore the economic value of intangibles (Amir 
and Lev, 1997). In spite of this, accounting measures remain an indispensable reference and are 
widely used in research owing to their high explicative capability. Market measures, which take 
into consideration the economic risk and the economic value of growth opportunities, are not free 
of criticism, including the minor certainty of the data, because political and social events can distort 
the market values. Another new typology of FP measures, the measures of sustainability, have also 
been used in some studies included in MA. The aim of the measures of sustainability is to measure 
the company’s competitive advantage and its sustainability (Villalonga, 2004). 

 
2.4 The Relation between Intellectual Capital and Firm Performance 

 
The question of the determinants of a company’s performance is one of the central themes of 

strategic management studies (Galbreath and Galvin, 2008). Over the last two decades this theme 
has undergone a major shift in focus, from industry-specific to firm-specific factors (Hoopes et al., 
2003).  

Thus, two competing theories dominate the strategic management field today. The former 
theory, developed within the industrial economy paradigm, hypothizes that performance variations 
are due to structural differences in the industry to which the firm belongs, and it is best represented 
by Porter’s (1980) five forces model.  

The newest theory identifies the performance drivers with firm-specific factors and it is best 
represented by the Resource-Based View (RBV): a term coined by Wernerfelt in 1984. The firm is 
seen as an aggregate of mutually interdependent tangible and intangibile resources44. Only 
valuable, rare, imperfectly imitable and substitutable resources are able to generate sustainable 
competitive advantages, since they are at the heart of differences in performance (Barney, 1991, 
Peteraf, 1993; Ahmit and Schoemaker, 1993; Galbreath, 2005).  

Intangible resources received a great attention from scholars (Amit and Schoemaker, 1993) 
since, owing to their peculiarities such as high barriers to competitive duplication (Hall 1992), 
scalability, increasing scale returns, and the net effect (Lev, 2001), with respect to the conditions 
prescribed by the RBV to the resources able to generate a sustainable competitive advantage. A 
recent research of Galbreath and Galvin (2008) compares the effects of firm-specific (resources) 
and industry-specific factors on the performance variations, proving that, as hypothized by scholars 
of RBV, unlike tangible resources, only intangible assets and capabilities are able to explain the 
company’s performance variations.  

With time, the Resource-Based Theory (Acedo et al., 2006) has been integrated with the 
competence-based view (CBV), according to which, in the achievement of a competitive 
advantage, a leading role has to be attributed to capabilities of organizing and managing these 
resources (Prahalad and Hamel, 1990; Teece et al., 1997), by the application of RBV to the 
relations between organizations (Dyer, 1996) and by the knowledge-based view - KBV (Nonaka 
and Tacheuchi, 1995; Grant, 1996), according to which strategically relevant knowledge was seen 
as a primary driver of the competitive advantage (Grant 1996, Conner and Prahalad, 2002; Sveiby, 
2001b). The KBV grows within the context of a knowledge economy, the opposite of an industrial 
economy based on mass production (Zingales, 2000). In this context, competitive success requires a 
critical capability to develop, manage, measure and control the knowledge flow (Rubino, 2004, 
                                                 
44 According to a scheme validated in theory (Galbreath, 2005), a firm’s resources can be divided into tangible (factors 
which contain physical or financial value, included in the balance sheet) and intangible ones (factors not financial or 
physical, rarely included in the balance sheet). Intangible resources can be divided into assets and skills or capabilities 
(Hall, 1992). 
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Prism Report, 2003). Since intangibles are based on knowledge, some scholars theorized a more 
advanced view of KBV, the Intellectual Capital-Based View (Reed et al., 2006), which focuses on 
stocks and flows of knowledge and on its positive relation with the FP (Carlucci et al. 2004; Tseng 
and Goo, 2005).  

Prism project (2003), theorized within this context, traces out a a new conceptual model of 
firm, based on competencies, capabilities and knowledge and a new value creation model, based on 
interconnectiveness of different firm’s resources in creating value, with a peculiar focus on 
intangible resources. 

For the reasons expressed above, the hypothesis at the basis of the article is the following: 
H1:  The intellectual capital, in its three sub-domains, has a direct and positive 

relationship with the firm’s performance. 
 

3. Meta-analysis of the Relation between Intellectual Capital and the Firm’s Performance 
 

3.1 Meta-analysis: Object, Aims, Limits, Applications 
 
Meta-analysis is a statistical technique which synthetizes the quantitative results of different 

empirical studies on the relationship between explicative, independent variables and dependent 
variables in a common metric called the effect size (Rosenthal, 1984, Hedges and Olkin, 1985, 
Hunter and Schmidt, 2004/1990). 

MA proved to be useful in many research areas in which single studies led to insignificant or 
conflicting results, since it allows, and this is its strongest point, exploration of  the between study 
variability (heterogeneity) by identifying the variables that could moderate the effect (Field, 1999). 

MA is, actually, the most sophisticated integrative technique, carried out with the same 
statistical rigour as used in the empirical studies included in it. It offers as an alternative to 
qualitative techniques such as the narrative reviews, where a reviewer express a judgement, i. e. on 
the existence or lack of a correlation after having read studies that addressed the question, or the 
vote counting analysis (Hedges and Olkin, 1980), where a reviewer expresses a judgement on the 
existence or the lack of correlation by counting the studies codified as positive, negative or 
insignificant. The main limits of qualitative techniques are the reviewer’s subjectivity, the 
heterogeneity of the studies considered, the lesser usefulness as more information becomes 
available, the difficulty of arriving at a conclusive result (Boreinstein et al., 2009; Suri, 2000).  

MA has several advantages over traditional qualitative review, even though I believe that a 
good research synthesis should comprehensively include quantitative as well as qualitative findings 
(Suri, 2000, Rosenthal and Di Matteo, 2001). MA not only shows the direction of the effect, but 
also quantifies the effect and identifies the moderator variables. It includes all the quantitative 
empirical studies relevant to the research question, can provide a general conclusive answer to a 
question, is sufficiently robust to deal with a large number of empirical studies and explicitely 
states the criteria used to select empirical studies (Hunter & Schmidt, 2004/1990).  

The major risks an MA reviewer runs in doing an MA are: to report the summary effect and 
ignore the heterogeneity; to mix studies with different characteristics (apples and oranges limit) 
and/or their quality (garbage in, garbage out limit); to include in the MA only significant findings, 
which are more likely to be published than insignificant ones, both because researchers do not 
submit them and reviewers tend to reject manuscripts containing them (file drawer or publication 
bias); to use the MA method improperly (Bailar, 1997; Hunt, 1997; Sharpe, 1997; Field, 2003; 
Boreinstein et al., 2009). 

By the way, all these limits can be corrected since the MA reviewer can: overcome the apples 
and oranges and garbage in garbage out limits by coding the differences in moderator variables, 
variables that interact with the independent variable to produce variation in the study outcomes; 
include in the MA also unpublished findings to overcome the publication bias; study properties of 
the different meta-analytic methods (fixed- or random-effects, simple or multilevel) in order to 
choose the method that best fits the data features.  
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With respect to the traditional meta-analytic techniques, multilevel modelling structure 
accounts for dependencies in the data whilst also allowing each study to contribute different effect 
sizes (Hox, 2002; Van Den Noortgate and Onghena, 2003; Goldstein et al., 2000). Despite to its 
potential efficacy (Hofmann and Gavin, 1998), few published MA utilized this method, for a 
distinct lack of prescriptive instructions on how to conduct a MA using multilevel modelling 
(O’Mara et al., 2005). Because of the nested nature of our data (multiple FP measures for each 
article, we use a multi-level approach in the moderator analysis. 

The use of MA has grown exponentially in the last two decades, especially in the medical, 
pharmaceutical, educational and psychological research fields. 

By the way, the use of the MA as tool to synthetize quantitative researchs is increasing in 
economics (Stanley, 2001; Florax et al., 2002), business sciences (Sanchez-Ballesta and Garcia-
Meca, 2007; Datta et al. 1992; Gooding and Wagner 1985; Orlitzky et al., 2003; La Rocca 2008) 
and accounting/auditing literature (Derfuss, 2009; Pomeroy and Thornton, 2008; and the studies of 
Trotman and Wood, 1991; Hay et al., 2006; Kinney and Martin, 1994; Christie, 1990; Ahmed and 
Courtis, 1999; Brierley, 1999; Dole and Schroeder, 2001; Borkowski, 1996; Fletcher, 1995; Cooper 
et al., 1985; Greenberg et al., 1994; Thornton, 1994; Zager et al., 2001 in Pomeroy and Thornton, 
2008). 

 
3.2 Meta-analysis of the Relation between Intellectual Capital and Firm Performance: Objectives 

and Main Phases 
 
The main objective of the developed meta-analysis is to provide a statistical integration  of 

the studies focused on the relationship between IC and FP. The second level objectives are: 1) to 
establish a quantitative generalization of the effects of IC on the FP; 2) to determine whether the 
differences between studies are due to moderator effects, such as the economic context, the 
measures of FP and IC utilized etc. This is the first MA on such a relation, since until now there are 
only narrative reviews on the relation between IC and FP (Veltri, 2008; Lev, 2001; Kamiyama et 
al., 2004).  

The phases of the MA have been the following (Field,1999; Rosenthal, 1995; Rosenthal and 
DiMatteo 2001; La Rocca, 2008; Field, 2009):   

a) the definition of the relation object of the research; 
b) the literature search; 
c) the criteria for including studies and their coding; 
d) the description of the studies included in the meta-analysis; 
e) the calculation of the effect sizes; 
f) the calculation of the mean effect size; 
g) the moderator analysis; 
h) the synthesis of the meta-analysis main results. 
a) The definition of the relation object of the research 
The article examines the relation between IC and FP, once again critical after a period in 

which it was neglected in the IC literature (Petty and Guthrie, 2000). The first article which studied 
the relation between the three IC subdomains (measured through questionnaires) and FP dated 1998 
(Bontis, 1998). The article constitutes a relevant reference point in these kinds of research, but the 
precise turning point occured when Pulic (1998) presented his index for calculating the efficiency 
of the IC. One of the problems encountered by researchers who wanted to test the association 
between IC and FP is, in fact, the difficulty in measuring IC and the VAIC™, even if with its 
limitations (Chen et al., 2005 underlined its focalization on human capital and its subsequent 
incompleteness in measuring structural capital), had a  propulsive effect on empirical research on 
the relation between IC and FP, since it is based on accounting data, certified and freely available 
to researchers, and it is easy to calculate. 

Since VAIC™ features make this IC index the most used in empirical research on the IC-FP 
relation, in the first phase the MA focused on the relation between IC measured by VAIC™ and 
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FP, then, in the second phase, in a sequential and cumulative way (Boreinstein et al., 2009), all the 
empirical studies which measure the relation between IC, globally measured, and FP, were included 
in the MA. In the cumulative MA,  the methods used in empirical research, apart from VAICTM, 
belong to the ROA and MCM methods, which use the monetary metric and measure the global 
company’s IC.  

b) The literature search  
Once clearly defined the relation object of the MA, a wide-ranging research was carried out 

in order to collect as large a number of findings as possible on the IC-FP relation. The collection of 
pertinent articles took place, without defining temporal limits, using the metabib research engine, 
which, on the web site of the University of Calabria, includes many databases, such as EBSCO 
(Business Source Premier), Emeroteca Virtuale, ISI web of Knowledge, Jstor etc. The key words 
put in the databases were the following: “Firm Performance”, “Intellectual Capital Performance”, 
“Intellectual Capital”, Intangibles”, “Value Added Intellectual Coefficient”, “VAIC™” “Human 
Capital” “Structural Capital” “Organizational Capital” “Relational Capital”. A parallel literature 
search was carried out via internet on Google Scholar, which provides a search of scholarly 
literature across many disciplines and sources, including theses, books, abstracts and articles. The 
research provides additional references of scientific articles on the object of the MA and also 
supplies references relative to papers presented to international conferences or dissertation theses.  

In order to mitigate the publication bias limit, particularly acute in accounting literature 
(Pomeroy and Thornton, 2008; Lindsay, 1994), also those  unpublished findings have been 
included in the MA, which can be equally as valuable as the published ones (Lipsey and Wilson, 
2001), and, to obtain them, the authors have been successfully contacted via e-mail. With the same 
aim  also conference databases, Social Science Research Network (SSRN) and IEEE explore have 
been searched45. The bibliographical references of the articles and papers retrieved were examined 
to obtain additional references and representative authors on the subject were also contacted via e-
mail, to ask for additional references on the subject. The same kind of literature search was carried 
out manually, in the scientific economic national and international reviews on accounting, IC and 
knowledge management reviews of the university library.  

 c) The criteria for including studies and their coding  
Quantitative empirical studies have been included in the MA which complied with the 

following rules: 1) the FP was the dependent variable; 2) the IC, as an aggregate measure, was the 
explicative variable; 3) the association between these two variables was tested quantitatively 
through correlation or regression analysis. 

Therefore, studies which did not report sufficient quantitative information to allow to 
calculate, even if with indirect formulas, the correlation between the two variables were not 
included in the MA, such as studies that take into consideration the relation between the single 
components of VAIC™ and the FP, or the correlation between a single IC component (i.e. 
trademark, innovation, R&D expenses) and the FP. For the the same reason, studies on the relation 
between Human Resources Management Practices and FP have also been excluded. From the 
literary search 110 empirical studies in English language were collected, codified in an excel sheet 
and carefully read to verify their suitability to be included in the MA; the reason for their exclusion 
was also codified. The author, helped by a PHD student, independently coded all the data; the few 
discrepancies that occurred were resolved through discussions in reference to the coding scheme46.  

As a consequence of the application of the inclusion criteria, the final sample includes 17 
empirical studies, for the VAIC™-FP first meta-analysis,  which became 21 (131 relations) for the 
second, cumulative MA between the IC measured with objective methods and the FP, marked with 

                                                 
45 SSRN, acronym of  Social Science Research Network, is a portal dedicated to the promotion and diffusion of 
scientific results not yet published on reviews, which covers different fields: economic, financial, accounting, 
managerial, social, juridical. IEEE is a portal which allows to access to high quality technical literature (newspapers 
and  conference proceedings) in the fields of electronic engineering and informatics. 
46 The data has been coded and processed meta-analitically by the author and a trained PHD student, Nicola Patitucci, 
that the author thanks for his assistance. 
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an asterisk in the references. The number of studies is considered sufficiently wide (at least 20) to 
guarantee the reliability of results (Field, 2003b). The large number of relations with respect to the 
number of studies is due to the consideration that many researchers used multiple measures of IC 
and FP. There are two general approach to deal with multiple measurement within studies, the 
single value approach, in which each study in the MA is represented by a single value, and the 
complete set approach, in which all measurements are included individually in the analysis. The 
Bijmolt and Pieters’ (2001) advice has been followed to avoid meta-analytic procedures 
representing each study by a single value, because they result in a serious loss of information47. 
Like Brewin et al. (2007), the analyses studies have been allowed to contribute more than one 
effect size to the analysis, because of the small number of studies selected and of the use of 
different measures of performances within the study. 

d) The description of  characteristics of the studies included in the meta-analysis 
For each study included in the MA, the following variables have been reported: author(s); 

year; hypothesis to test; measures of IC; measures of FP, sample and country; quantitative method; 
control variables; results; type of publication. 

The studies included in MA are different both in sign and intensity of the relation identified; 
the qualitative analysis highlights the main peculiarities which could be at the basis of the 
differences between studies. 

The research embraces a limited period of time, from 2000 to 2009. The hypothesis to be 
demonstrated is always to test the correlation between IC (independent variable) and FP (dependent 
variable), with some differences related to the measurement of the two variables. Table 2 
summarizes the main measures of IC extracted from the studies included in MA.  

 
Table 2 

Measures of Intellectual Capital 
 

Value Added Intellectual Coeficient (VAICTM) Kujansivu and Lonnqvist, 2007; Vali, 2007; 
Pulic, 2000; Saengchan, 2008; Zhang et al., 
2006; Firer and Stainback, 2003; Najibullah, 
2005; Appuhami, 2007; Jin and Wu, 2008; 
Jin, 2008a; Jin 2008b; Tan et al., 2008; Shiu, 
2006; Chen et al., 2005; Chan, 2009; 
Kamath, 2008 

Intellectual Capital Efficiency (ICE) Kujansivu and Lonnqvist, 2007; Richieri et 
al., 2008 

Market-to-book value (MBV)  
Difference between market value and book value 

Iswati and Anshori, 2008 

Market Value Added (MVA)  
Ratio between market value and book value 

Juma and Payne, 2004   

Economic Value Added (EVATM)  
NOPAT– (WACC * invested capital).  
NOPAT = Net Operating Profit After Operating 
Taxes; WACC= Weighted Average Cost of 
Capital) 

Juma and Payne, 2004   

Tobin’s Q Villalonga, 2004 

                                                 
47 The study of Bijmolt and Pieters (2001) compared alternative procedures, single value approach (each study in meta-
analysis is represented by a single value) and complete measurement approach (all measurements are included 
individually in the analysis) to deal with studies containing multiple measurements through the analysis of synthetic 
data sets in a Monte Carlo study and an actual marketing meta-analysis. The results show that the performance of meta-
analytic procedure that reduce each study to a single value is generally unsatisfactory; they do not perform very well 
with respect to recovering the true measurement of the effects and the estimated effects of moderator variables deviate 
substantially from the true values. 
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Ratio between the firm’s market value and the 
substitution cost of its assets 
Calculated Intangible Value (CIV) 
The method determines the proportion of return 
attributable to intangible assets on the basis of 
excess return on hard assets  

Kujansivu and Lonnqvist, 2007; Richieri et 
al., 2008 

Intangible intensity (II) 
Intangible expenditures/sales 

Cazavan-Jeny, 2003 

Capitalized intangibles  (CI) 
Intangible assets/total assets 

Cazavan-Jeny, 2003 

As can be noticed, studies with VAICTM as a measure of IC do not associate it with other 
measures of IC (except for the study of Kujansivu and Lonnqvist, 2007), whilst the studies included 
in the second step of the MA used more than one measure of IC. 

The dependent variable examined in the studies included in MA is Firm Performance. 
Authors did not take into considerations a monodimensional construct of performance but, in the 
great majority of studies, use simultaneously ratios of productivity, profitability, market (and 
mixed) measures. Table 3 summarizes the mean measures of FP extracted from the studies included 
in the MA. 

 
Table 3 

Measures of firm performance 
 
Profitability ROE = pre-tax income/total shareholder’s equity: Richieri et al., 2008; 

Najibullah, 2005; Chen et al., 2005; Chan, 2009 
 ROI = net income before extraordinary items/total invested capital: Juma e 

Payne, 2004; Kujansivu and Lonnqviust, 2007 
 ROA = net income from continuous operations excluding extraordinary 

items/total assets: Richieri et al., 2008; Juma and Payne, 2004; Sangchaen, 
2008, Zhang et al., 2006; Najibullah, 2005; Firer and Stainback, 2003; Shiu, 
2006; Chen et al., 2005; Chan, 2009; Kamath, 2008  

 ROS = operating income/sales: Richieri et al., 2008  
 Cash on hand rate= number of months that a company has cash available to 

operate: Vali, 2007 
 Growth in revenues = ((sales year n/sales year n-1)-1)* 100%: Najibullah, 

2005; Chen et al., 2005 
Market Investors’ capital gain on shares: Appuhami, 2007  
 Earning per share (EPS) = profit to shareholders/weighted average number 

of shares: Tan et al., 2007 
 Annual Stock return (ASR) = ((share price n+1 – share price n) + 

dividend)/share price n: Tan et al., 2007 
Mixed MVA (o MB)= Pulic, 2000; Vali, 2007; Firer and Stainback, 2003; Shiu, 

2006; Chen et al., 2005; Chan, 2009; Kamath, 2008; Cazavan-Jeny, 2003 
Sustainability Firm-specific profits= difference between firm’s profitability, measured by 

ROA and the average profitability of the industry in any given year: 
Villalonga, 2004 

 Firm’s sustainable growth ability= based on the Van Horne’s model (1988): 
Jin e Wu, 2008 

 Firm’s development ability = a sum of indices built by the author: Jin, 
2008a; Jin, 2008b 

Productivity Cost to Assets =operating costs/total assets: Sangchaen, 2008 
 Value added/number of employees: Kujansivu and Lonnqvist, 2007 
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 Asset Turnover ratio (ATO) = total revenue/total assets: Firer and Stainback, 
2003; Shiu, 2006; Chan, 2009; Kamath, 2008 

 Employee productivity = pre-tax income/number of employees: Najibullah, 
2005; Chen et al., 2005 

In relation to the sample, the empirical studies show a great variety in the size of sample; by 
the way, MA takes care of this variable in calculating the true effect size. Some studies recorded 
observations for only one year (Vali, 2007; Zhang et al., 2006; Firer and Stainback, 2003; 
Najibullah, 2005; Appuhami, 2007; Shiu, 2006; Cazavan-Jeny, 2003; Iswati and Ashori, 2008); 
others for more than one year (Kujansivu and Lonnqvist, 2007; Pulic, 2000; Saengchan, 2008; Jin 
and Wu, 2008; Jin, 2008a; Jin 2008b; Chen et al., 2005; Chan, 2009; Kamath, 2008; Juma and 
Payne, 2004; Villalonga, 2004; Tan et al., 2008a).  

From the analysis of the economic context, it emerges that the many researchers analyze the 
IC-FP relation in emerging economies, especially Asiatic, probably because in the last few years 
Asian countries have been growing dynamically and competitively and their economy is mainly 
based on innovation (Kaplan and Norton, 2004). 

 
Table 4 

Studies classified in relation to the economic context 
 

Firms belonging to consolidate 
economies 

Firms belonging to emerging economies 

Kujiansivu and Lonnqvist, 2007; 
Vali, 2007; Pulic, 2000; Cazavan-
Jeny, 2003; Villalonga, 2004; 
Juma and Payne, 2004 

Sangchaen, 2008; Zhan et al., 2006; Firer and Stainback, 
2003; Najibullah, 2005; Appuhami, 2007; Jin 2008a; Jin 
2008 b; Jin and Wu, 2008Shiu, 2006; Chen et al., 2005; 
Chan 2009; Kamath, 2008; Iswati and Ashori, 2008; Richieri 
et al., 2008; Tan et al., 2007 

In relation to industry, there is a preponderance of empirical studies on firms operating in 
technological and financial services probably because these industries play a relevant role in 
emerging economies (Appuhami, 2007); many studies are focused on the banking sector, 
considered an intellectual intensive one (Sangchaen, 2008). 

 
Table 5. 

Studies classified in relation to the industry 
 

Firms belonging to the technological or 
financial services’ industries 

Firms selected randomly or belonging to other 
industries 

Kujansivu and Lonnqvist, 2007; Vali, 
2007; Sangchaen, 2008; Firer and 
Stainback, 2003; Naibullah, 2005; 
Appuhami, 2007; Jin, 2008a; Jin 2008b; 
Shiu, 2006; Juma and Payne, 2004; Iswati 
and Ashori, 2008 

Kujansivu and Lonnqvist, 2007; Pulic, 2000; Zhang 
et al., 2006; Jin and Wu, 2008; Chen et al., 2005; 
Chan, 2009; Kamath, 2008; Richieri et al., 2008; 
Cazavan-Jeny, 2003, Villalonga, 2004; Tan et al., 
2007 

Empirical studies were also examined in relation to the typology of study (published/ 
unpublished). This variable is useful to test also the quality of study (papers have not fully survived 
peer-review processes), since few studies measure the reliability of the research (Vali, 2007) and no 
study has been replicated (Pomeroy and Thorton, 2008). 
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Table 6 
Studies classified in relation to the publication type 

 
Studies published as articles on 
international referred reviews 

Studies available as papers/proceedings 

Villalonga, 2004; Juma and Payne, 2004; 
Kamath, 2008; Chan, 2009; Shiu, 2006; 
Chen et al., 2005; Firer and Stainback, 
2003; Zhang et al., 2006; Kujansivu and 
Lonnqvist, 2007 

Iswati and Ashori, 2008; Cazavan-Jeny, 2003; 
Richieri et al., 2008; Jin, 2008a; Jin 2008b; Jin and 
Wu, 2008; Tan et al., 2007; Appuhami, 2007; 
Naijbullah, 2005; Vali, 2007; Sangchaen, 2008; 
Pulic, 2000 

Another variable frequently taken into consideration is the size of the firm. Granted that all 
firms in the sample are listed firms, size was used as control variable in the studies of  Kujansivu 
and Lonnqvist, 2007; Firer and Stainback, 2003; Jin, 2008a, Jin 2008b, Jin and Wu, 2008; Shiu, 
2006; Chan, 2009; Kamath, 2008; Juma and Payne, 2004.  

Empirical studies were also compared in relation to their results, showing conflicting results. 
Pulic (2000), finds a positive relation between VAIC™ and MVA, like Chen et al., 2005; 
Naibullah, 2005. Vali (2007) does not find evidence of a relation between VAIC™ and MVA, like 
Kamath (2008) and Cazavan-Jeny (2003), whilst Firer and Stainback (2003) individuate an  
insignificant relation between VAIC™ and MVA; Vali (2007) single out a positive relation 
between VAIC™ and financial performance, like Kujansivu and Lonnqvist (2007), Sangchaen 
(2008), Firer and Stainback (2003), Naibullah, (2005), Zhang et al., (2006), Juma and Payne 
(2004), Richieri et al. (2008). Kujansivu and Lonnqvist (2007) find strong positive correlations 
between VAIC™, CIV and ICE with productivity, Sangchaen (2008) and  Naijbullah (2005) 
highlight a positive correlation between VAIC™ and productivity, while Firer e Stainback (2003) 
highlight a negative correlation between VAIC™ and productivity. The dimension of the effect is 
obviously different; the next step of MA consists in determining the sizes of the relation object of 
study expressing them in the same metric in order to determine the mean effect size. 

e) The calculation of the effect sizes 
An effect size is the measure of the strength of an observed effect. There are  various usable 

metrics (Rosenthal, 1984), but in the MA, coherently with the MA economic literature, the Pearson 
correlation coefficient r has beden chosen, since it measures the strength of correlation between two 
continuous variables (Rosenthal and Di Matteo, 2001). Through conversion formulas all the test 
statistics different from r used to measure the association between IC and FP were related to r. It 
must be underlined that all studies included in MA hypothesize a linear relation between the two 
variables, otherwise r will not be an adequate measure of the association (Sanchez-Ballesta and 
Garcia-Meca, 2007). 

f) The calculation of the true effect size 
Once the relevant studies are collected and the effect sizes calculated for each study, MA is 

done in order to estimate the true effect size. On the whole, there are two ways to conceptualize 
MA: fixed-effects and random-effects MA (Hedges and Vevea, 1998; Hunter and Schmidt, 
2004/1990). The fixed-effect methods assumes that all studies in an MA comes from a population 
with a fixed-average effect size, whilst random-effect methods assume that average effect size in 
the population vary from study to study. A fixed effect analysis estimates the assumed common 
effect, whereas a random effect analysis estimates the mean of effect across the studies; in other 
words a random-effects method returns a less accurate (wider confidence intervals) but more 
reliable estimate (Higgins and Thompson, 2002).  

Coherently with Field (2009) and Boreinstein et al. (2009), the choice of the MA reviewer to 
use a fixed- or random-effects method has to be taken in advance and depends both on the 
assumptions that can realistically be made about the population from which the studies are sampled 
and the type of inferences that the MA reviewer wishes to make from the MA (Hedges and Vevea, 
1998). A random-effects method has been chosen to process meta-analitically the data, since the 
data collected for the MA are real-world data, likely to have variable-population parameters and 
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because the random-effects method allows inferences that generalize beyond the studies included in 
MA (Field, 2009).  

The two most-widely used random-effect methods are those by Hunter and Schmidt 
(2004/1990) and Hedges and colleagues (Hedges and Olkin, 1985, Hedges and Vevea, 1998) 
(Field, 1999). Both random-effects methods produce accurate estimates of the population effect 
size (Field, 2005). The  Hedge and Vevea’s method has been chosen for different reasons: 1) it 
controls the Type I error rate (i.e. rejecting a null hypothesis when the null is true) better than the 
Hunter-Schmidt method when 20 or more studies are included; 2) it is in general better in achieving 
95% confidence intervals (those of Hunter and Schmidt tend to be narrow); 3) it can revert to fixed 
effects, if it is the case, with little cost, since the random effect version can be calculated as the 
following step of the fixed effects one (Field, 2005). For mathematical details, see Appendix. 

g) The moderator analysis  
The aim of the moderator analysis is to look for possible variables that explain variation 

between effect sizes. There can be various moderator variables, from the characteristics of an 
individual study to the different modalities in measuring explicative and dependent variables, the 
different econometric models used, the economic context, the firms’ belonging to industry, the 
sample characteristics, etc. (Stanley and Jarrel, 1989; Derfuss, 2009). Starting  from the qualitative 
analysis carried out, the moderator variables selected, that is, the variables for which is 
hypothesized a probable moderating effect are the following: 

 
Table 7 

The selected moderators 
 

Heterogeneity factors Description of dummies 
Performance measures Productivity – profitability – market (and mixed) – 

sustainability measures 
Intellectual Capital measures VAIC™ – Non VAIC™ 
Economic context Consolidate economies – Emerging economies 
Industry Financial and technological services – Others  
Quality of publication Articles -  Papers and proceedings 

Given the wide variety and the different results achieved in relation to the different kind of 
measures used in studies, FP measures were chosen as moderating variables. For the same reasons, 
the use or otherwise of   the VAIC™ methodology as a moderating variable has been tested in the 
cumulative MA. The economic context, codified as consolidated or emerging economies, is an 
important reading key of results and could be one the more important moderators able to explain 
the differences between studies: different maturities of the markets correspond to different 
economic contexts and a different consciousness of investors on the importance of intellectual 
capital as the firm’s competitive resource.  

Another factor interesting to analyze as a moderator is the belonging of firms to industry; the 
sector variable, that is the separation between the technological and financial services sector and 
other sectors (in which we included the random samples), has been considered a potential 
moderator variable, since service industries are considered intellectual intensive and sampled more 
than others in searching for the correlation IC-FP. A recent research (Galbreath and Galvin, 2008) 
highlight that in services firms (unlike manifacturing firms) intangible resources are more 
important than industry structure in explaining performance variation. The last variable chosen as 
potential moderator is the type of publication, proxy of the different quality of studies. Due to the 
hierarchical nature of meta-analytical, and also of the data used in the MA (multiple FP measures in 
the same study), a multilevel metaregression model has been applied. For mathematical details, see 
Appendix. 

h) The synthesis of meta-analysis main results 
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MA was carried out on 131 effect sizes on the relation between IC and FP. To visually 
summarize the distribution of effect sizes included in MA, as advised by Rosenthal (1995), Field 
(2009) and Brewin et al. (2007), a stem-and-leaf plot of the computed effect sizes has been used 

 
Stem                                                                                       Leaf 

-.6 0           
-.5 0           
-.4 3           
-.3            
-.2 4           
-.1 0 0 0 2 3 6      
-.0 1 2 2 2 3 3 5 5 7 8 9 

0 0 0 0 0 0 0 1 1 1 2 3 3 4 4 4 5 6 7 7 8 8 9 9 9
.1 0 0 0 2 2 2 3 3 3 6 7 7 7 8 9 9
.2 0 0 1 1 4 4 4 4 4 4 5 8 8
.3 1 1 3 3 3 6 6 7 7 8 8 
.4 2 3 3 4 6 7 7 8 8   
.5 0 0 1 1 4 6 7 9 9   
.6 3 5 5 5 5 6 6 6 6 7 8 8
.7 0 1 3 6 7 8 8 9    
.8 2 5 7 8 8       
.9 2 2 9         

  
Figure 1. Stem-and-Leaf Plot of All Effect-Sizes (rs) 
 
The mode of the distribution is around 0, after which a fairly even number of effect sizes 

cluster around the interval between .1 and .6.  Figure 2 shows, through two box-and-whiskers plots, 
the main data of the central tendency, variability and distribution form of the two meta-analyses. 

 

  
Figure 2. Box-and-Whiskers’ plots of the two meta-analyses 

 
Table 8 summarizes the main statistical indicators of the meta-analyses carried out. 

 
Table 8 

Main statistical indicators of random-effects meta-analyses  
 

 Effect 
sizes 

*
r  
 

SE 95 CI 
Significance 

test (z 
score) 

Nfs Q I2 

VAIC™ 65 0.37 0.03 0.29 to 
0.43 

9.26* 2,870 14,288* 99.5% 

IC 131 0.34 0.03 0.28 to 
0.39 

10.61* 6,893 57,885* 99.7% 

*=p <.001 
The true effect size for both meta-analyses records a positive value, that is, a positive  relation  

of medium intensity between IC and FP, with highly significant associated zs score. The confidence 
intervals tell us that there is a 95% probability that the interval estimated includes the true value for 
the population.  

In order to estimate the effect of publication bias, the Rosenthal’s (1979) fail-safe N has been 
calculated. This is a method for estimating the number of unpublished studies that would be needed 
to turn a significant population effect size estimate into an insignificant one. The fail-safe N values 
show a sufficient resistance to the publication bias, since 2,870 new, unpublished, or unretrieved 
studies for the MA on VAIC and 6,893 for the cumulative MA would be required to bring the 
significance of these average effect size to insignificance.  

       -0.6                                           0.09                 0.38          0.63 0.91

       -0.6                                       0.03           0.24     0.52                         0.99 
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The Q statistic, the standard test used to estimate the variance between studies, shows 
heterogeneity (p<0.001)48 as I2 does. I2 is a statistic ratio which shows the proportion of total 
variation due to the between-study variance, calculated in order to overcome the well-known limit 
of the Q-test, which is dependent on the number of studies (Higgins and Thomson, 2002; Huedo-
Medina et al., 2006).  

To further explore this result, a moderator analysis has been conducted through a a multilevel 
metaregression analysis. From the analysis the context, the sector and the use of performance’s 
measure (productivity) result as moderator variables (see appendix). 

To operate in an economically advanced context (Europe and America) rather than in 
emerging economies, strengthens the association between IC and FP. Under a theoretical profile, 
this effect finds its justification in the consideration that a more advanced context registers a greater 
consciousness of investors. To operate in financial and technological services rather than in other 
industries strengthens the association between IC and FP. Under a theoretical profile, this effect 
finds its justification in the consideration that these sectors are intellectual capital intensive ones. In 
relation to the variable measures of performance, only production reveals to be a moderating factor 
in both MAs. 

 
Discussions and implications for future research 

 
The article focusses on a meta-analysis of the relations between intellectual capital and firm 

performance. The reasons for a meta-analysis on such a relaton resides, besides in the opportunity 
to highlight a general summarizing result of the different quantitative research, above all in the 
need to further explore conflicting results of studies. The true effect size shows, not surprisingly, a 
positive, medium intensity effect, since it is an estimate of different effects sizes from different 
studies. 

Among the possible reasons for this medium intensity positive effect size could be 
hypothesized many reasons, such as the limited number of studies, owing to the relative novelty of 
the research object, the consideration that some studies ignore the need to further explore the 
relation over several years, the consideration that authors hypothesize a linear relationship, whilst a 
non-linear one could better explicate the relation between the two variables (Huang and Liu, 2005; 
Kujansivu and Lonnqvist, 2007).  

Other reasons could be the consideration that the great majority of studies do not consider 
that IC could be a predictor of a future FP (Chen, Cheng and Hwang, 2005), the difficulties 
encountered by authors in building convincing constructs of FP and IC, the great variety of FP 
measures used; the limits of VAIC™ tool, strongly focused on human component (Chen et al., 
2005).  

Many authors highlight the greater explicative power of the model which puts in relation the 
three VAIC™’s components with the FP, theoretically justified by the consideration that investors 
give a different value to the three VAIC™’s components (Chen et al., 2005, Vali, 2007; Zhang 
2006; Jin, 2008b, Chan, 2009). This led the authors to take into  consideration that it could be not a 
direct, but an indirect relation between the two variables (Galbreath, 2005; Kujansivu and 
Lonnqvist, 2007), probably mediated by some factors. Among them one of the most accredited 
factors is human capital (Bontis, 1998). In order to highlight the eventual moderator role of the 
three VAIC™’s components on the relation IC-FP. To address this issue, a regression has been 
carried out exclusively on studies that reported both relation between VAIC™ as a whole and FP 
and relation between the three VAIC™’s components and the FP (Kamath, 2008; Jin, 2008a; Jin, 
2008b; Jin e Wu , 2008; Zhang et al., 2006; Saengchan, 2008; Najbullah, 2005; Shiu, 2006; Chan, 

                                                 
48 Q-test, in hypothesis of homogeneity between studies, follows a chi-square distribution, with k-1 degrees of freedom, 
where k is the number of studies. In order to assess whether there is heterogeneity, the result of the Q-test is compared 
to a critical chi-square value, calculated to a pre-defined probability level (generally α=0,05). If the Q-test is lower than 
the critical chi-square value the hypothesis of homogeneity between studies (null hypothesis, H0) is accepted, on the 
contrary the null hypothesis (our case) is rejected. 
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2009; Chen et al., 2005), The regression results show that only human capital is a moderating 
variable on that relation (p<0.05). This result is coherent with the prevailing doctrine, which, in 
front of empirical evidences, sustains the moderating role of human capital (Bontis et al., 2000; 
Vali, 2007).  

Another important point to highlight is that the researchers use unilateral cause-effect model, 
without further investigation on possible bilateral relationship between IC and FP, and that often 
the same measures used to measure IC can be used to measure FP (i.e. EVA, Tobin’Q, Market to 
book ratio).  

The estimation and interpretation of moderating effects is more interesting, even if it 
represents one of the most problematic issues in contemporary meta-analysis (Steel and 
Kammeyer-Mueller, 2002). From the analysis it emerges that mainly the economic context, but also 
industry and FP’s measures (productivity) are moderator variables but also that a a great percentage 
of heterogeneity between studies remain unexplained, since they do not exist enough information in 
the articles to test other moderator variables.  

The article constitutes a pilot study to summarize the studies on the relation of IC and FP 
through the statistical instrument of meta-analysis. It is an exploratory work that take a risky option 
embracing an innovative methodological approach. As in any type of empirical research, this study 
is subject to the limitations that caracterize the statistical analysis generally, such as the availability, 
numerosity and reliability of data, but it has the merit of having shown that it is possible to draw 
summarizing conclusions even from numerous and conflicting studies and that cumulative 
knowledge is possible in business sciences (Hunter and Schmidt, 1996); moreover the discussions 
presented can constitute hints and investigations for future theoretical and empirical research.   

 
Appendix: Steps and results of the random-effects MA 

 
Mean effect size 
The application of the random-effects meta-analysis (Hedges and Vevea, 1998) required the 

following mathematical steps:  
1) to convert the various statistical measures, such as t to r according to conversion 
 formula of Lipsey and Wilson (2001):  

dft
tri +

= 2

2   

ri is the effect size of study i and df are the degrees of freedom. 
2) to transform the rs into Fisher’s Zr in order to standardize r, that is to made normal its 

distribution, with the following formula: 
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2) to calculate the random-effects average effect size. The transformed effect sizes are used to 
calculate an average in which each effect size is weighted by the inverse variance, that incorporates 
both within-study and between-study variance (in a fixed-effect model the weight incorporates only 
the within-study variance):  
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The first component of wi* is the inverse within-study variance, which, for Zri is equal to 

1/(ni-3) (Hedges and Olkin, 1985, p. 271), therefore the weight (wi) is the inverse of this, namely 
the sample size, ni, minus three (wi = ni -3). The second component is the inverse -between study 
variance. The between study variance is denoted by 2τ and its calculation is based on Q, k (number 
of studies in MA) and a constant, c, such that: 
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rZ  has to been converted in r metric with the equation: 
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3) to estimate the precision of this true effect using confidence intervals, calculated using the 
standard error (SE) of the mean effect size. The confidence interval around the true effect is 
calculated in the usual way by multiplying the standard error by the two-tailed critical value of the 
normal distribution (which is 1.96 for the most commonly used 95% confidence interval. The upper 
and lower bounds are calculated by taking the average effect size and adding or subtracting its 
standard error multiplied by 1.96: 
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These values are again transformed back to the r metric. 
To test for significance, the following formula from Lipsey and Wilson (2001) has been used. 

The Lipsey and Wilson’s formula assesses significance based upon the Z-value tested at 0.05 
significance level: 
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Moderator analysis 
The highly significant test of homogeneity of effect size for both MAs (respectively Q=, 

p<.001 and Q=) and of I2 (respectively 99,5% and 99,7%), where 
Q

dfQI −
=2 , suggest 

considerable variation in effect sizes overall.  
In oder to verify ou results and because of the nested nature of the data, a multilevel 

regression MA has been carried out. The first step in the multilevel model meta-analysis is to 
estimate the intercept-only model. Multilevel models in meta-analysis stipulate two equations: an 
outcome level component (level 1) and a study-level component (level 2):  

Level 1 equation    jijJi eZ += 0β  

Level 2 equation    jj uy 000 +=β  
The error term at first level (e) and at second level (u) are assumed independent. 
In the level 1 equation, JiZ  refers to the Fisher Z-transformed values from relation i in the 

study j, j0β  refers to the intercept (average effect size for an average outcome), and jie  refers to the 

random error (residual) at level 1. In the level 2 equation, 0y    represents the regression coefficient 
and ju0  is the level 2 random error. The level 1 model is the same as the random effects model 
(Hox, 2002), as it incorporates both the outcome-level and the study-level components. All 
analyses were conducted using MLwiN programme. The results of the intercept-only model in the 
multilevel MA are the following: 
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-2*loglikelihood= 163.226(131 of 131 cases in use) 
The variances at residual error at level 1 and level 2 have been used to calculate the intra-

class correlation, that explains the proportion of the total variance which is between level-2 units. It 
is between 0 and 1; the higher its, the larger is variance at the higher level. The intra-class 
coefficient is equal to 19%. 

Intra-class coefficient 19.022

2

=
+ euo

uo

σσ
σ  

The unexplained heterogeneity requires that the model has to be expanded to include 
predictor variables; in the hypothesis that all moderators are at effect size level: 

Level 1 equation   jissjijijJi eXeXeXZ +++++= ββββ ...22110  

Level 2 equation    jj uy 000 +=β  

Where JiZ  is the mean standardized effect size, 1β  …. sβ  are the regression coefficients, 
supposed to be fixed (i.e. the same effect for all cases), X1 ….Xs are the moderator variables, ju0  is 
the systematic variability in study j not captured by the s predictors, and ej is the sampling error for 
the level 1 equation. In order to apply a random effects model,  standardized effect sizes have been 
weighted with inverse variance weights, w*, that incorporates both within-study and between-study 
variance in combination with constraining the lowest level (outcome level) variance to be one 
(Hox, 2002). The moderators were codified in term of dichotomic variables (dummies). The results 
of the random effects (RIGLS) models using inverse variance weights are the following 
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-2*loglikelihood= 270.283(131 of 131 cases in use) 
From the analysis, the economic contest, the industry and the use of firm’s performance in 

term of productivity are moderators of the relation, since the ratio between the regression 
coefficient and the standard error (the number in brackets) is bigger than 1.96.  
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